
Journal of Virtual Reality and Broadcasting, Volume 4(2007), no. 2

High-Level Modeling of Multimodal Interaction Techniques
Using NiMMiT

Joan De Boeck, Davy Vanacken, Chris Raymaekers, and Karin Coninx

Hasselt University, Expertise Centre for Digital Media and Transnationale Universiteit Limburg
Wetenschapspark 2, BE-3590 Diepenbeek, Belgium

email:{joan.deboeck, davy.vanacken, chris.raymaekers, karin.coninx}@uhasselt.be

Abstract

The past few years, multimodal interaction has been
gaining importance in virtual environments. Although
multimodality renders interacting with an environment
more natural and intuitive, the development cycle of
such an application is often long and expensive. In our
overall field of research, we investigate how model-
based design can facilitate the development process
by designing environments through the use of high-
level diagrams. In this scope, we present ‘NiMMiT’, a
graphical notation for expressing and evaluating multi-
modal user interaction; we elaborate on the NiMMiT
primitives and demonstrate its use by means of a com-
prehensive example.

Keywords: Interaction Techniques, Interaction
Metaphors, Multimodal Interaction, Interactive
Virtual Environment, Model-Based Design

1 Introduction and Related Work

Designing an intuitive and easy to use computer ap-
plication is not a straightforward undertaking. In spite
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of the extensive knowledge that we have at our dis-
posal nowadays, the complications are even more pro-
nounced when 3D interaction is required. Although
humans interact daily in a (real) 3D world, it turns out
that moving into a virtual 3D world causes usability
problems to surface. Numerous interaction techniques
have been investigated in order to overcome these is-
sues, while trying to create a more natural interaction.
Despite all efforts, each technique still has its own
strengths and weaknesses.

User tasks in a 3D world can be divided in
three classes [Esp96]: navigation, object selection
and object manipulation. A few well-known nav-
igation metaphors are Flying Vehicle and Scene In
Hand [WO90]. Object selection is for instance re-
alized by a virtual hand or ray selection [LG94].
And finally, common object manipulation metaphors
include virtual hand, HOMER [BH97] and Voodoo
Dolls [PSP99]. A comprehensive overview of the most
important metaphors is found in [DBRC05].

When designing interactive 3D interfaces, we are
presented with a large number of possibilities: choos-
ing, combining and adapting existing solutions, or
even developing a brand-new custom-made solution.
As the acceptance of an interaction technique (IT) of-
ten depends on the actual application set-up, and the
user’s experience and foreknowledge, the most appro-
priate method to evaluate a particular solution is test-
ing it in a user experiment. However, testing several
alternatives implies that each solution must be fully
implemented.

A solution to shorten the development cycle of a
user interface, widely adopted in the domain of 2D
and mobile user interfaces, is model based user in-
terface design (MBUID) [DS00]. An overview of
model-based processes [CLC04] reveals several com-
mon properties. Nearly all processes start with a task
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model [Pat00] and evolve towards the final user in-
terface, using an incremental approach. During each
increment, a model is converted into a new one by
means of an automatic transformation (through map-
ping rules) or manual adaptation by the designer. Ap-
plying such a process to the development of multi-
modal 3D interfaces [CRC05] points out the need to
specify interaction in a high-level manner, rather than
having to manually code the techniques.

Therefore, we propose a high-level graphical nota-
tion, that should allow:

• designers tocommunicateabout the functionality
of an interaction technique, using an easy-to-read
diagram,

• an application framework to interpret the dia-
gram, so it can beexecutedand tested.

The notation must provide adequatelow-levelinfor-
mation for a software framework to execute the dia-
grams automatically, but it also needs to be sufficiently
high-leveland easily readable for a designer to reason
about the IT.

In this paper, we propose a graphical notation called
‘NiMMiT’, together with some tools, which facilitate
the design and adaptation of multimodal interaction
techniques with a minimum of coding effort. NiM-
MiT allows a designer to quickly test alternatives or
easily adapt existing solutions according to the find-
ings of a usability evaluation, shortening the develop-
ment cycle significantly. Automatic execution of the
interaction techniques is supported by interpreting the
diagram representation. Moreover, the high-level de-
scription introduces a way to easily reuse solutions.

In the next section, we describe some existing no-
tations, each with their particular strengths and weak-
nesses. Thereafter, we clarify the requirements to de-
scribe an IT and we explain the basic primitives of our
notation, which combine the aforementioned require-
ments. In section3, we show how diagrams are exe-
cuted by a framework. Finally, we illustrate the nota-
tion by means of an extensive example and we explain
how NiMMiT supports quick evaluations.

2 NiMMiT: Describing Interaction

2.1 Background

Literature describes some relevant notations, which
can roughly be divided into two families: state driven

and data driven approaches. State driven notations,
such as State Charts [Har87] and Petri-nets [Pet62]
are based on the formal mechanisms of finite state
machines. A basic element of such a notation is a
state transition, which has the general form ‘when
eventa occurs in stateA, the system transfers to state
B, if condition C is true at that time’. Some state-
driven notations are extended to support data flow.
Examples are Colored Petri-nets [Jen94] and Object
Petri-nets [Val98]. Other notations, such as Lab-
view (a graphical programming language) [Nat06] or
UML [ Amb04] focus specifically on the data- or ob-
ject flow. Their basic element is ‘activity’ supporting
data input and output. The execution of an activity is
driven by the presence of valid data on the input ports.

In the domain of user interaction, various notations,
for the most part based on the aforementioned solu-
tions, are optimized for a specific purpose. Interaction
Object Graphs [Car97] and ICO [NPB+05][PB94]
are mainly state driven, while InTml [FGH02] and
ICon [DF04][HDD+04] are two very similar nota-
tions, using a data flow architecture. The diagrams
consist of filters, performing the basic actions of the
interaction. Each filter contains input and output ports:
output ports can be connected to input ports of other
filters. The control flow of the diagram is directed by
the data, since a filter is executed when it receives a
legal value on all of its input ports.

In a preparatory study, we have conducted several
experiments, trying to describe existing interaction
metaphors using different notations. Although the ex-
periments were rather informal, we notice the follow-
ing:

• while describing a technique using astate driven
notation, the lack of data handling was restricting,
especially when automatic execution of the IT is
required,

• using one of thedata flowbased notations, very
complex structures have to be designed in order
to enable or disable certain parts of the IT, which
is essential for describing interaction, as well.

For a more formal evaluation, we refer the interested
reader to our ongoing work [DBRC06] in which we
are performing a second-phase evaluation of the dif-
ferent notations, using cognitive dimensions [Gre89].

Based upon our findings, we conclude that none of
the aforementioned notations entirely fulfils all our re-
quirements. Therefore, we developed a graphical no-
tation which is both state and data driven. This allows
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us to maintain data flow, while inheriting the formal-
ism of state charts, which is necessary for interpreta-
tion and execution of diagrams. The notation is called
NiMMiT, a Notation for Multimodal Interaction Tech-
niques. The strengths of this solution lies in the easy-
to-learn and easy-to-read diagrams, which provide an
unambiguous description of the interaction and can be
interpreted by an application at runtime.

In the next paragraph, we first clarify our vision on
interaction. We maintain a rather abstract approach,
which is formulated as a set of requirements, serving
as a guiding principle throughout our work on inter-
action modelling. Thereafter, we shortly explain the
basic primitives of NiMMiT.

2.2 Requirements for Describing User Inter-
action

In our opinion, as a result of our preceding exper-
iments, a notation to describe interaction techniques
must support the following requirements:

• it must beevent driven,

• state driven,

• data driven,

• and must supportencapsulation for hierarchical
reuse.

In the next subsections, we motivate the importance of
these requirements in the context of interaction tech-
niques.

2.2.1 Event Driven

Interaction techniques are inherently driven by user-
initiated actions, which we define as events. Since
human interaction is multimodal by nature, it can be
interpreted as a combination of unimodal events (e.g.
pointer movement, click, speech command, gesture,
etc.). An event has the following properties:

• a source, indicating the modality and/or abstract
device that caused it (speech, pointing device,
gesture, etc.),

• an identification, defining the event itself (button
click, speech command, etc.),

• parameters, giving additional information about
the event (e.g. the pointer position).

Events can be seen as “the initiators” of different parts
of the interaction.

2.2.2 State Driven

While interacting with it, the system not always has
to respond to all available events. Most of the time,
specific events must have occurred before other events
are enabled. For instance, the user first needs to click
the pointer’s button, before being able to drag an ob-
ject. Therefore, we perceive an interaction technique
as a finite state machine, in which each state defines to
which set of events the system will respond. The oc-
currence of an event also initiates a state transition. In
our example, the dragging technique consists of two
states. In a first state, the IT awaits a click, before
moving to the second state. The second state responds
to pointer movements and executes a state transition to
itself.

2.2.3 Data Driven

Limiting our vision on interaction techniques to a fi-
nite state machine would be too restrictive. After an-
alyzing several interaction techniques in 3D environ-
ments, it became clear that throughout the execution of
an interaction some indispensable data flow occurs. A
common sequence of actions is first selecting an object
and afterwards moving that object around. Obviously,
certain data must be transferred between the different
tasks of the IT. Therefore, a notation to describe inter-
action techniques should support data flow.

2.2.4 Encapsulation for Hierarchical Reuse

Some subtasks of interaction techniques recur rather
frequently. Selecting objects is an example of such a
very common component. When modelling a new IT,
the designer should be able to reuse descriptions that
were created earlier. That way, recurring components
do not have to be modelled repeatedly. In other words,
the notation should support encapsulation of entire di-
agrams. In this way, existing diagrams can be reused
as a subtask of a new description. Using such build-
ing blocks contributes significantly to more efficient
development.

2.3 NiMMiT Basics

States and events.Since the NiMMiT notation is state
and event driven, a diagram can basically be consid-
ered a state chart. An interaction technique is always
initiated in the starting state. A state responds to a
limited set of events, such as a speech recognition, a
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(a) Start state with possible events. (b) Task chain. (c) Data flow between tasks and to
a label.

Figure 1:NiMMiT basics.

(a) State transition. (b) Conditional state transition.

Figure 2:State transition and conditional state transition.

pointer movement, a button click, etc. The recogni-
tion of an event causes a task chain to be executed, as
shown in figure1(a).

Events can be related to each other with ’and’ or
’or’ relations, as shown in figure8(b) and figure8(c).
This is explained in more detail in section4.5. We
propose Nigay’s Melting Pot principle to resolve the
synchronization problem [NC95].

Task chain and tasks. A task chain is a strictly
linear succession of tasks. Figure1(b) shows a task
chain containing two tasks. The next task in the chain
is executed if and only if the previous task has been
completed successfully. The set of possible tasks ob-
viously depends on the application domain; in each
particular case, the most common tasks should be pre-
defined by the system (section3.2). Clearly, it is im-
possible to predefine every conceivable task. There-
fore, we provide the designer with the possibility to
add custom tasks by means of a scripting language.

Data flow, data types and labels.In a task-chain,
tasks can pass data from one to another. Therefore,
each task provides input and output ports. The port’s

shape indicates its data type, and only ports of the
same type can be linked to each other. As our first
concern is to keep NiMMiT as simple as possible, we
prefer a limited set of data types: numbers, strings,
Booleans, and a few domain specific types, such as (in
our case) position and rotation.

An output port of a preceding task is typically con-
nected to an input port of a next task. These input ports
are either required or optional. If a required input port
receives an invalid value, the entire task chain is can-
celled. To share data between tasks in different task
chains, or to store data for later reuse, we provide high-
level variables in the form of labels (fig1(c)). The con-
tent of a label is maintained as long as the NiMMiT
diagram is operational; its scope is the entire diagram.

State transition and conditional state transition.
After a task chain has been successfully executed, a
state transition takes place (fig2(a)). The IT moves
either to a new state or back to the current state (in a
loop). In a new state, the interaction technique may re-
spond to another set of events. A task chain can have
multiple state transitions associated with it; the value
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of the chain’s label indicates which transition should
be executed. Figure2(b) shows a task chain with a
conditional label ‘ID’ and three possible state transi-
tions.

Encapsulation for hierarchical use.Since interac-
tion techniques have an interface similar to the atomic
tasks in a task chain, an IT can be hierarchically used
as a task in a task chain. When a such a task is ac-
tivated, the execution of the current IT is temporarily
suspended and saved on a stack, waiting for the new
IT to finish.

3 Execution of a NiMMiT Diagram

As described in the previous section, NiMMiT can
be used to unambiguously visualize an interaction
metaphor. It is beyond the scope of this paper to
explain the overall model-based approach for Virtual
Environments (VE) development [CRC05] in which
our NiMMiT research fits. Since the notation can be
used to evaluate and adapt interaction techniques dur-
ing the development phase, a set of tools is necessary
to exploit the full benefits of NiMMiT. An easy-to-use
NiMMiT editor and an interpreter supporting ‘auto-
matic execution’ of diagrams are indispensable. In the
next sections, we elaborate on these aspects of our cur-
rent NiMMiT framework.

3.1 NiMMiT Editor, Framework and XML

In a first step, a designer must be able to easily create
and edit diagrams. Therefore, a NiMMiT editor is in-
dispensable. Figure3(b)shows a screenshot of the ed-
itor: we have chosen to integrate a VISIO-component
to quickly support the simple editing features that are
obviously expected (such as drag and drop, copy and
paste, etc). The application constantly evaluates the
VISIO diagram and asserts the syntactical correctness.

To allow a framework to execute an interaction tech-
nique, the NiMMiT editor converts the diagram to a
NiMMiT-XML file (as shown in figure4), which can
be easily loaded and interpreted at run-time.

The runtime interpretation engine consists of a cen-
tral manager which maintains the state, listens to
events, executes task-chains and keeps track of labels.
It loads the XML and directs the application or soft-
ware framework. The design of the NiMMiT frame-
work allows it to operate apart from our existing VR
research framework, so it can be readily adopted in
other frameworks or applications.

Figure 4:NiMMiT-XML of a simple interaction tech-
nique.

3.2 Tasks, Custom Tasks and Scripting

The mainactionsof an interaction technique are obvi-
ously situated in the tasks. Dependent on the frame-
work and the application domain in which NiMMiT
is applied, different sets of tasks are conceivable. Our
implementation, focussing on interaction in 3D envi-
ronments, provides several predefined tasks, such as
‘selecting’, ‘moving’ and ‘deleting’ objects, ‘collision
detection’, etc. When different actions are required, a
custom task can be created. Custom tasks are coded
using a scripting language, in our case LUA script-
ing [IdFC96], which is compiled or interpreted at run-
time. However, other implementations of a NiMMiT
interpreter may include a different scripting language.

3.3 Events and Device Abstraction

Interaction is initiated by the user, who communicates
with the environment through physical devices. Since
the number of different device set-ups is immense,
NiMMiT provides a device abstraction through the use
of events: devices are grouped in ‘families’ accord-
ing to the events they generate (e.g. pointing, naviga-
tion, speech and gesture recognition). Devices within
a family share some significant properties and generate
interchangeable events. As a result of this abstraction,
switching between devices in the same family does not
affect the interaction, and hence the NiMMiT diagram
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(a) Execution process of a NiMMiT diagram. (b) NiMMiT editor.

Figure 3:NiMMiT process and editor.

does not require any changes. On the other hand, when
a pointing device is replaced by speech input, a small
change to the diagram (changing the event arrow) is
necessary.

4 Case Study

This section illustrates our notation by means of a
practical example. First, we describe ‘Object-In-Hand
Metaphor’, the two-handed interaction technique used
in our example. Elaborating on the diagrams, we start
with the interaction technique for selecting an object.
The result will be hierarchically used in the diagram of
the non-dominant hand’s interaction. Finally, the col-
laboration with the dominant hand is discussed briefly,
and we consider the support for multimodal interac-
tion.

4.1 The Object-In-Hand Metaphor

As a case study, we have chosen to elaborate on the
Object-In-Hand metaphor, presented and evaluated in
[DBCDW+04]. After an object has been selected, the
user can ‘grab’ it by bringing the non-dominant hand’s
fist close to the pointing device in the dominant hand.
This causes the selected object to move towards the
center of the screen, where it can be manipulated by
the dominant hand (fig6). In our current implemen-
tation, we allow the user to select the object’s faces

Figure 5:Selecting an object.

and change their texture. Since the Object-In-Hand
metaphor requires the user to utilize both hands, this
example also illustrates a synchronization mechanism
between different interaction techniques.

4.2 Selecting an Object

As a first step, the user is required to select an object.
Quite a number of selection metaphors exist, present-
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(a) Grabbed object. (b) Hand brought close. (c) Hand rotated.

(d) Selected object. (e) Object-in-Hand. (f) Rotated object.

Figure 6:Object-in-Hand metaphor.

ing the designer several alternatives. We have chosen
a virtual hand metaphor: highlight the object by touch-
ing it and confirm the selection by clicking. This inter-
action component can be easily expressed in the NiM-
MiT notation, as depicted in figure5.

The interaction technique starts in the state ‘Select’
responding to the following events: a pointer move-
ment and a click. Each time the pointer moves (and the
button is not clicked), the rightmost task chain is ex-
ecuted. This chain contains three consecutive, prede-
fined tasks: unhighlight any highlighted objects, check
for collisions and highlight an object if necessary. The
first task has an optional input; if not provided, all
highlighted objects are released and the output returns
an empty list. The second task contains two optional
input ports, providing the objects and pointers that
should be taken into consideration by the collision de-
tection. If optional inputs are connectionless, default
values are used: collisions are calculated between all
pointers and objects in the environment. The colliding
objects, if any, are obtainable through the output port.

The final task, highlighting the colliding objects,
will only be executed when all of the required input

ports receive an appropriate value. If the previous task
does not detect a collision, this prerequisite is not satis-
fied and the chain is aborted. Consequently, the system
returns to the state ‘Select’ and awaits new events. If
the highlighting task does receive a proper value, the
objects are highlighted and results are stored in the la-
bel ‘highlighted’. Finally, a task transition returns the
system to the state ‘Select’.

While the system resides in the state ‘Select’, click
events cause the leftmost task chain to be executed.
It contains only one task: selecting an object. If the
previous chain was successfully completed, the task
selects the highlighted object, received by connecting
the label ’highlighted’ to the input port. Additionally,
the task stores the selected object in a new label, ‘se-
lected’. In case the label ‘highlighted’ contains no vi-
able value (e.g., no object was highlighted), the chain
is aborted, returning the system to the state ‘Select’.

When the second task chain finishes successfully,
a final state transition occurs. The system moves to
the ending state and the selected object is outputted,
using the label ‘selected’. At that moment, the inter-
action technique is completed. In the next section, we
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demonstrate how this entire diagram can be reused as
a single, hierarchical task.

4.3 Non-dominant Hand Interaction

After an object has been selected using the aforemen-
tioned selection technique, it can be ‘grabbed’ with the
non-dominant hand. By bringing the fist close to the
dominant hand, the object moves to the center of the
screen, where it can be manipulated by the dominant
hand.

Running the diagram in figure7 triggers the starting
state. As soon as an ‘idle’ event occurs, which happens
continuously while no other events are generated, the
first task chain executes. The only task in this chain
is our previously defined selection technique. While
this hierarchical task is active, the execution of the cur-
rent interaction technique is suspended. When the se-
lection task is completed, the current interaction tech-
nique resumes, and the outputted result is stored in the
label ‘selected’. Next, a state transition to ‘Prepare
OiH’ takes place.

This state awaits either a gesture or a cancel event.
The gesture is defined as ‘a closed non-dominant hand
brought in the proximity of the dominant hand’ and
triggers the second task chain. The first task, a scripted
task, calculates the offset between the virtual position
of the non-dominant hand and the centre of the screen.
The task requires the selected object as an input. The
object’s initial position, the offset and the new posi-
tion are outputted and stored in labels. The next task
simply moves the object to its new position. The fi-
nal task sets a label to ‘true’; the label is needed for
synchronization, explained in section4.4.

Eventually, the system ends up in the state ‘OiH’,
awaiting an appropriate event. As soon as the user
opens his/her hand (recognized as a gesture), a tran-
sition (without task chain) to ‘suspend OiH’ occurs.
When the hand closes again, the ‘OiH’-state is reacti-
vated. These state transitions implement clutching and
declutching, allowing the rotation of an object beyond
the physical constraints of the user’s arm. ‘OiH’ also
responds to movements of the non-dominant hand. In
the corresponding task chain, these movements are
mapped to the object’s position. Finally, both states
respond to the withdrawal of the non-dominant hand
(another gesture). The associated task chain restores
the objects initial position and resets the label ‘isRun-
ning’.

4.4 Collaboration with the Dominant Hand

The interaction of the dominant hand, which is de-
scribed in a new NiMMiT diagram, depends on the
state of the non-dominant hand: when the non-
dominant hand is not in the proximity of the domi-
nant hand, it makes no sense to enable the dominant
hand’s interaction. Therefore, the label ‘isRunning’,
outputted by the ‘Non-dominant Object-in-Hand’ dia-
gram, is connected to an input port of the new diagram.
Based on the value of this label, the execution of both
diagrams are synchronized.

4.5 Considerations on Multimodality

Since we support several ‘families’ of devices, as de-
scribed in section3.3, multimodality is accomplished
by combining events from different families. Our ex-
ample shows how direct manipulation, gestures and
menu commands can cooperate, but more advanced
multimodal interaction is certainly possible. Based
on the notion that multimodal interaction is caused by
several unimodal events, NiMMiT supports sequen-
tially multimodal and simultaneous multimodal inter-
action [SBC+02], as well as equivalence between the
modalities [CNS+95]. Sequential multimodality can
be implemented by defining subsequent states that re-
spond to events coming from different sources. In fig-
ure8(a), an object is first moved using a gesture and,
in the next state, deselected using speech. Simultane-
ous multimodality is supported by defining an AND-
relation between affecting events: the user moves an
object by combining a pointer movement and a speech
command, as shown in figure8(b). Finally, equiva-
lent modalities are permitted by using the OR-relation.
Figure8(c) illustrates a movement action, achieved by
either a speech-command or a gesture.

Since simultaneous events, as shown in8(b), never
occur at the exact same time, we have adopted
the Melting Pot principle, as described by Nigay et
al. [NC95]. Moreover, multimodal interaction may re-
quire the parallel execution of different aspects of an
interaction technique. One NiMMiT diagram on it-
self does not support concurrency. However, multiple
diagrams may be executed at the same time. In that
case, synchronization issues are solved by exchanging
labels between the diagrams, as shown in section4.4.
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Figure 7:The interaction of the non-dominant hand.
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(a) Sequential MM. (b) Simultaneous MM. (c) Equivalence.

Figure 8:Multimodal support within NiMMiT.

5 Adding Support for Usability Eval-
uation

In the previous sections, we have shown how an inter-
action technique can be executed by feeding a NiM-
MiT diagram to a NiMMiT interpreter. This approach
can save a designer time that he or she would other-
wise have spent writing programming code. To exploit
this advantage even further, NiMMiT is extended to
support automated data gathering and processing. It is
well known that usability testing often requires ad-hoc
adaptations to the application code, in order to log data
for statistical analysis. Consequently, adding automa-
tion to usability evaluation has many potential benefits,
such as time efficiency and cost reduction [IH01]. In
this section, we explain how NiMMiT is extended with
three primitives: probes, filters and listeners. A more
detailed description can be found in [CCDBR06].

5.1 Probes

A probe is a measurement tool, connected to a par-
ticular primitive in a NiMMiT diagram, much like an
electrician placing a voltmeter on an electric circuit.
Probes can be associated with a state, task chain, task
or input/output port. A probe returns relevant data re-
garding the primitive it is attached to:

• state probesreturn all events occurring while the
state is active,

• task chain probesreturn the activation event(s) of
the task chain, its status (executed, interrupted or
failed), and the value of the conditional label,

• task probesindicate whether or not the execution
of the task succeeded,

• port probesreturn the current value of the port.

Probes connected to primitives which were inac-
tive during the current phase of the interaction, return
empty. The example given in figure5 shows a probe
connected to the ‘Select’-state (shaded rectangle with
the zigzag arrow).

NiMMiT’s probes are a useful tool for debugging
an interaction technique. By attaching a probe to all
states of a diagram, one can for instance evaluate the
correct order of execution or monitor the events being
recognized. In addition, output of tasks can be verified
using port probes. This approach leads to a significant
reduction of the time necessary to discover logical er-
rors in a diagram. However, on its own, the raw output
of a probe is not suitable to collect information during
a usability test.

5.2 Filters

To adapt data coming from a probe, we define filters.
Filters are meta-probes collecting and processing the
output of one or more probes. Since filters are in fact
specialized probes, they can be chained one after an-
other. Filters can rearrange or summarize data, or wait
until data arrives for the first time, and then start, stop
or pause a timer. The latter approach is for instance
useful for measuring the time spent between two states
of the interaction.

Although the data necessary for a usability evalu-
ation can be very divergent, often the same patterns
return: summarizing a distance, counting the elapsed
time, logging success or failure, etc. Therefore, NiM-
MiT provides a standard set of commonly used fil-
ters, including (conditional) counting and distance or
time measuring. Experienced users are allowed to de-
velop custom filters, according to their more advanced
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needs. In the near future, we will extend our ap-
proach so that filters can be implemented using the
same scripting language. As filters can be connected to
multiple probes, even across different diagrams, they
are not visualized in a NiMMiT diagram.

5.3 Listeners

Filters and probes only collect and structure informa-
tion. By connecting listeners to a probe or filter, output
can be redirected to any output medium. The default
listeners can write data to a file or text window, or even
send it over the network to an external computer or a
database system. The outputted data can serve as input
for the statistical analysis of the user experiment. As
with filters, experienced developers can provide cus-
tom listeners, exporting to a suitable medium. For the
same reason as filters, listeners are not represented in
the NiMMiT diagram.

5.4 Example

The NiMMiT diagram in figure5 contains two probes:
the state probe ‘loopProbe’, providing a list of recog-
nized events, and the task probe ‘SelectProbe’, return-
ing an empty value while the right-hand task chain is
being executed. When the user clicks the button, this
second probe indicates whether or not the task ‘Selec-
tObjects’ has been successfully completed. The out-
puts can be redirected using a listener, providing the
designer a useful debugging tool.

In order to collect data for a usability evaluation,
the standard ‘Timer filter’ can be applied. Connected
to both probes, this filter starts a timer as soon as the
‘loopProbe’ generates its first output, and stops count-
ing when the ‘SelectProbe’ outputs its first value. The
filter calculates the time elapsed between the first and
second trigger. Using an appropriate listener, the out-
puts can be redirected for statistical processing. An
elaborated example of one of our user experiments
conducted using NiMMiT, probes and filters can be
found in [CCDBR06].

6 Conclusions and Ongoing Work

This paper presents NiMMiT, a graphical notation
which facilitates the design of multimodal interaction
techniques with a minimum of coding effort. The no-
tation allows a designer to quickly test alternative so-
lutions or easily adapt existing solutions according to

the findings of a usability evaluation, shortening the
development cycle significantly.

NiMMiT, based on both state and data driven prim-
itives, provides device abstraction through the use of
events and supports an hierarchical build-up. The un-
ambiguous modelling of an interaction technique al-
lows diagrams to be interpreted and executed by our
NiMMiT framework, which focuses on interactive 3D
environments. Furthermore, we extended the notation
to support automated data gathering and processing,
which provides useful information for debugging and
usability evaluations.

We illustrated the expressiveness of NiMMiT
by modelling the two-handed ‘Object-In-Hand’-
metaphor, but the implementation of the runtime in-
terpretation engine has also been extensively tested
on well known interaction techniques, other than de-
scribed in this paper. Further research will demon-
strate the usability/usefulness of NiMMiT. Moreover,
we intend to integrate NiMMiT in other frameworks to
prove the generality of our solution.
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