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Abstract tion to that, near-to-head sources for a freely moving
listener in room-mounted virtual environments with-

For enhanced immersion into a virtual scene more thai using any headphones. A special focus will be put

just the visual sense should be addressed by a Virgighear-to-head acoustics, and requirements in respect

Reality system. Additional auditory stimulation amf the head-related transfer function databases are dis-

pears to have much potential, as it realizes a muffirssed.

sensory system. This is especially useful when the

user does not have to wear any additional hardwagigywords: Spatial acoustics, crosstalk cancellation,

e.g., headphones. Creating a virtual sound scene Wilhural synthesis, multi-modality, interactive Virtual
spatially distributed sources requires a technique f@a)ity

adding spatial cues to audio signals and an appropriate
reproduction. In this paper we present a real-time au- .
dio rendering system that combines dynamic crosstalk Introduction

cancellation and multi-track binaural synthesis for vir- ) )
tual acoustical imaging. This provides the possibilif) Virtual Reality (VR) systems, in theory, all human

of simulating spatially distributed sources and, in ad@ensory syst_ems haye t9 be stimulated in a natural wgy
to enhance immersion into computer-generated envi-

ronments with which users can interact freely and nat-
Digital Peer Publishing Licence urally. In practice only few sensory systems are in-
Any party may pass on this Work by electroni¢ volved in VR human computer interaction. With the
means and make it available for download undepresentation of stereoscopic images the visual sense
the terms and conditions of the current version is mainly addressed. With respect to immersion, the
of the Digital Peer Publishing Licence (DPPL). acoustic sense is a very important additional source

The text of the licence may be accessed and | ©f information for the user, as acoustical perception
retrieved via Internet at works precisely for close auditory stimuli and does

http://www.dipp.nrw.de/ ] provide cues from all directions. This enhances the
liveliness and credibility of the virtual environment

_ _ and improves user orientation. It is evident that mod-
Erweiterte Realitat der GI-Fachgruppe VR/IAR", ¢ R environments use room-mounted displays like
extended and revised for JVRB a Holobench or a CAVE-like display system. In such

First presented at the 2nd Workshop "Virtuelle und
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environments, the listener should be free of any wearg of near-to-head sound sources, which is discussed
able active hardware, e.g., head-mounted displaysromore detail after the CTC. Our work is integrated in
headphones. an existing VR system and some measurements of the

From the acoustical point of view, the major dravgystem’s performance and preliminary listening tests
back of room-mounted VR environments using largée presented in detail at the end of this paper.
video walls is that it is extremely difficult to realize a
roper loudspeaker setup. In this special field of ag-
prope P b P Related Work
plication a complete binaural approach seems to be

an appropriate solution for the problem. In contralgbr the rendering of spatial audio there are already

to wave field synthesis, which reproduces the whq Bme commercially available solutions. Usually, they

sound field W'_th_a Iarge_nur_nber Pf Ioudspe_:akers, bi re realized by dedicated hardware that can be cou-
aural synthesis in combination with dynamic crosst

) : . . ed via a network interface with any VR-application.
cancellation (CTC) is able to provide a spatial au

. . i W%, An example for such a system can be found
of virtual sound sources is not restricted due to the bm'the Lake HURON machinéHurOg| or more recent

aural reproduction. Using loudspeakers for binaur tems like AuSO€]. However, the binaural acoustics
synthesis introduces the problem of crosstalk, as so §du|e of the HURON machine is limited to the us-

waves_ determined for the right ea_lr arrive at the left e e of headphones in virtual environments, and the
and vice versa. In order to realize a proper chan

SIM approach seems to focus on multi listener en-

separation at any pomt_ of the Ilstenlr_lg area, CTC f{}Ironments using multiple tracked headphones, while
ters are calculated on-line when the listener moves 8 focus on an individual headphoneless solution in
head. In the same manner the binaural synthesis is Uy jike environments. Hardware constraints also
dated dynamically dependent on the head movem ply to approaches such &¢99 or [NSGOZ. Re-

in order to provide virtual sources which are Iocat% nt systems of audio serving technology for vari-
fixed to the room, not to the head. ous applications can be found in association to the
Currently our system already has the ability of gemyva project [Sav99, [SHLV99]. With regard to the
erating congruent visual and acoustical scenes pro@@ftware, HGLT95] concentrate on data structures,
ing the possibility of, e.g., research on the interactigascription facilities and synchronization issues for
between visual and auditory human perception S¥gund and graphics in virtual environments, but do not
tems. One of the major contributions of this compreescribe any special sound rendering technique. Spa-
hensive system is the realization as a software-only §at acoustic sound layers, e.g., like OpenADge0§,
lution that makes it possible to use this technology @flow application programmers to easily create virtual
a standard PC basis. It frees the user of any cogiboustic worlds. These layers are specifications open
DSP technology or other custom hardware which &gy implementation by different vendors, and our ap-
ditionally is hard to maintain. In addition to that it iﬁaroach can be partially implemented based on these
to our knowledge the first approach to install a versgterfaces. However, the specifications express their
tile and stable real-time binaural acoustics system Wilfgw on virtual sound source modeling which differs
dynamic CTC in a CAVE-like environment. from our view in some points. An example can be
The remainder of this paper is structured as fdbund in the modeling of source directivity with a cone
lows. We will give a brief overview of related workapproach, whereas we model a frequency and direction
in this area, but will mainly focus on VR software sysdependent directivity. In addition to that, they do not
tems and comparable approaches. After that we wilke the physical (room-related) position of the user
present some basic facts about human spatial hearingp account. This is obvious, as the specifications ap-
Then, a short overview of approaches to the reprodyty to the PC consumer market and desktop systems
tion of three-dimensional sound fields is given, whiclihere amplitude panning systems are used and the
concentrates on the binaural approach. A core cousers have a very limited interaction range, sitting in
ponent of our system is the dynamic CTC, which fsont of the monitor. Our system needs this informa-
presented later on. A special challenge is the rendiwon for a correct CTC calculation. But, as the specifi-
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cations do present an extension layer, the informatio
needed for our approach can possibly be implemente
using the extension points as defined, e.g., by OpenA
1.1. Some aspects have then to be explicitly known b
the application programmer. This seems to be counte
intuitive to the view of the specifications, being a trans-
parent programming interface.

3 Sound Reproduction

For visual stimuli, the brain compares pictures from %
both eyes to determine the placing of objects iry,

a scene. With this information it creates a three-o - R4 10

dimensional cognitive representation that humans pert—== :;’ VAV

ceive as a three-dimensional image. In a straight for® N 0 o

ward analogy, stimuli that are present at the eardrunt$ Wi f

will be compared by the brain to determine the na~" "

ture and the direction of a sound eveBtd9f]. De- “oi 0z 05 r 2z 5 wm w0 20 s w0

[ the horizontal le of inci iff ,
pendmg on the horizonta' ange o |nC|den<_:e, d ereE;:gure 1: HRTF (smoothed with 1/6 octave band-
time delays and levels will consequently arise betwee

both ears. In addition, frequency characteristics d@'—dth) and HRIR of a sound source undex) degree

o . measured using the artificial head of the Institute of
pendent on the angle of incidence are influenced chhnical Acoustics of RWTH Aachen Universit

the interference between the direct signal and the re- Y-
flections of head, shoulder, auricle, and other parts of
the human body. The interaction of these three fac-
tors permits humans to assign a direction to acougti®ach, we will not discuss it in more detail. There are
events Mgl89]. The characteristics of the sound pregnainly two different techniques reproducing a sound
sure at the eardrum can be described in the time @went with true spatial relation, i.e. wave field synthe-

main by the Head-Related Impulse Response (HRI& and the binaural approach. The following section
and in the frequency domain by the Head-Relat®dll briefly introduce principles and problems of these

Transfer Function (HRTF). These transfer functiotgchnologies.

can be measured individually with small in-ear micro-

phones or with an artificial head. o 3.1 Methods for Acoustical Imaging

Figurel shows a measurement of the artificial head
of the Institute of Technical Acoustics (ITA) of RWTHThe basic theory of the wave field synthesis is the
Aachen University undeit20 degree relating to theHuygens’ principle An array of loudspeakers (rang-
frontal direction in the horizontal plane. The Interaung from just a few to some hundreds in number) is
ral Time Difference (ITD) can be assessed in the tinpdaced in the same position as a microphone array
domain plot. The Interaural Level Difference (ILDwas placed at the time of recording the sound event
is shown in the frequency domain plot and clarifies tlire order to reproduce an entire real sound field. Fig-
frequency dependent level increase at the ear turnedu@ 2 shows this principle of recording and reproduc-
ward the sound source and the decrease at the eartthat[BVdV92, dVSV94]. In a VR environment the
is turned away from the sound source. The aspectafidspeaker signal will then be calculated for a given
head movement will be discussed later in SecB8dh position of one or more virtual sources.

A popular technique for spatial acoustic imaging By reproducing a wave field in the whole listening
can be found in the vector-base amplitude panniatga, it is possible to walk around or turn the head
approach. Here, sound source distance and positidrile the spatial impression does not change. This is
is modeled by modifying the amplitude on the outhe big advantage of this principle. The main draw-
put channels of a predefined static loudspeaker setogck, beyond the high effort of processing power, is
As near-to-head imaging is impossible with this aphe size of the loudspeaker array. Furthermore, mostly
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L] (@]

be calculated for a complete three-dimensional sound
scene. The procedure of convolving a mono sound
source with an appropriate pair of HRIRs in order to
obtain a synthetic binaural signal is callethaural
synthesis The synthesized signals contain the direc-
tional information of the source, which is provided by
the information in the HRTFs. The major problem is
Figure 2:Setup for recording a sound field and repr(?)he reproductior) of a signal 3_‘t the_se positions in S_U(?h
ducing it by wave field synthesis. a way thgt the listener perceives it as natural.'Thls' is
accomplished by the dynamic CTC system which will
be described in detail in secti@n

two-dimensional solutions have been presented so far, L i
The placement of those arrays in video projection V%Z Dynamic Binaural Synthesis

systems like a Holobench or a Powerwall is only jughe pinaural synthesis transforms a sound source
possible, ,bUt in d'SP'ay sy§tems with 'fo.ur to six _SuWithout any position information to a virtual source

faces as in CAVE-like environments it is nearly iMgqin g related to the listener's head. This already works
possible without any severe compromises. for a non-moving head, as the applied transfer func-

As an illustration to this problem we give an exanion is related to the head and not to the room. For a
ple for a five sided projection CAVE-like environmentnoving head, this implies that the virtual source moves
where the roof is open and five sides are passive stefg the listener. For the realization of a room-related
projection surfaces. The usage of polarized light fQfitual source, the HRTF must be changed when the
visual channel separation needs a special surfacgiQbner turns or moves his head. In a VR system, the
the prOjection walls to retain the pOIarization. In aqi'stener’s position is a|WayS known and can also be
dition to that, as more than one and large surfaces g&gd to realize a synthetic sound source with a fixed
used in this insta”ation, Only inflexible material for th%osition Corresponding to the room coordinate System_
walls, e.g., acrylic glass, can be considered. The usdle software calculates the relative position and ori-
movements and interactions are tracked using an @gtation of the listener's head to the imaginary point
tical tracking approach, hence the construction useg/gere the source should be localized. By knowing the
top mounted rack for the cameras to be placed. Figtative position and orientation the appropriate HRTF
ure3 depicts this installation.

The only place left for the loudspeakers to be posi-
tioned is next to the cameras on the rack system. 1
application of a wave field synthesis approach is r
feasible in this or a similar setup. First of all, speake
can only mounted high above the user’s head. S
ond, tracking has a higher priority than the acous
reproduction system, as it is essential for user cente
projection and interaction. This results in the requir
ment that any loudspeaker setup has to take the plac
of the cameras into consideration. Typically for d¢
vices that use back projection, there is no room for t
speakers behind the projection surfaces to place lo
speakers, even when permeable or flexible wall ma
rial is used.

In contrast to wave field synthesis a binaural apigure 3:Five sided projection CAVE-like virtual en-
proach does not deal with the complete reproductigiionment using optical tracking. Possible loudspeak-
of the sound field. It is convenient and sufficient ters are colored in green and mounted on the rack on
reproduce the sound field only at two points, the edep of the device.
of the listener. In this case only two signals have to
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3.3 Near-to-Head Sources
M Another advantage of binaural synthesis is the ability
i of near-to-head source imaging. In contrast to panning
. \ ko systems where the virtual sources are always on or be-
------------ » H : hind the line spanned by the speakers, binaural synthe-
; ) : sis can realize a source at any distance to the head by
using an appropriate HRTF. Especially at closer dis-
tances the ILD is higher due to the shading of the head.

 N— In addition to that, the near-to-head source imag-
ing matches with the use case of interacting in room-
mounted virtual environments. In common room-
mounted visual VR displays, the area for the user
movement is not much larger than the grasping range
of a normal user, e.g., as it is limited by the projection
walls of a CAVE-like system or by the cables needed
for a tracking device. With respect to the more logi-
cal layer of interaction, the observation that direct in-
,, teraction metaphors (such as by-hand-placements or
@) ‘ manipulations) are more precise than indirect interac-
o echeanand O, tion metaphors (such as ray-based indirect transforma-
’ tions) holds. Furthermore, objects that are placed in
the area close to the projection plane are perceived as
Figure 4: Variance of ITD depending on the relativeyost stereoscopic and provide the most insight into
head orientation of the user. complex visualizations, e.g., data from CFD simula-
tions. As a consequence, most objects reside rather
near to the user’s head and within the grasping range
can be chosen from a database. It is also possiblegltsing a typical VR session, see FigiéieThis reveals
synthesize many different sources and to create a covhwy the binaural approach is a very suitable method
plex three-dimensional acoustic scenario. for acoustic rendering in this field of application and

. . . ﬂisplay setup.
The main advantage of a dynamic synthesis is t eA iioned ab it ible t i
almost complete elimination of front back confusion S Mentioned above, 1t 1S possibie to realize every

which often appears when using the static binau éﬁtualdlstance, in particular, one close to the listener’s

synthesis with non-individualized HRTFs as, e.g., r ead, by choosing the appropriate HRTF. In practice,

ported in WAKWO3]. Figured shows the arrival time it is neither feasible nor necessary to store HRTFs for

at each ear in relation to the listener’s orientation. ﬁj‘;%_?gssiﬁli ilstantcebln order t? _re?;:ce th? amgqnt
this example the interaural time delay is almost eqLPI ful t s that have r? © presen :nHR_erFsys em Idlfj
regardless whether the sound is reproduced at posiﬁ'&ﬁ Ul to examine where a specia IS neede

1 or 2. Although the frequency dependent interaural
level difference is still different for the two source po-
sitions, this is often not a sufficient cue. For that reason
the signal could be perceived by the user as if coming
from a non-existent mirror source due to the congru-
ent differences in the ITD. Using a dynamic synthesis
the ITD increases when the listeners median plane (see ) tp/f\;l
Figureb) turns away from the source (1) and decreases  (elevation) ¢~ (hzimuth)
when the median plane turns toward the source (2).

Due to this fact a source is well defined in its positidRigure 5:Specified frame of reference for head move-
due to the ancillary information, the relative movemenients and rotations.

of the listener.

Frontal plane

Median plane

Horizontal plane
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Typical interaction range Just noticeable difference The boundary line further away from the head is the

boundary where any audible difference was detected.

These results were taken as basis for the HRTF data-

base design.

Strong deviation For the synthesis database, the HRTFs of the ITA
head were measured in distance8.@m, 0.3m, 0.4m,
0.5m,0.75m,1.0m, 1.5 m and2.0 m. The spatial res-

\\ olution is1 degree for the azimuth angle abdlegree

02m 04m 06m 08m 1.0m 1.5m for the elevation angle. Virtual sources between two

measured distances will be realized by linear interpo-

Ei 6: Limits of noticeable diff b lation of two group delay compensated HRTFs. The
lgure G: Limits of noticeable differences et\’vee'ﬁigher amount of measurements at closer distances

near-figld a.nd far-f?eld HRTF§. The gray area marF& the head have to be applied to minimize comb-

the typll_ialoll_ntelractlon range in a room-mounted Vﬁter effects. Consequently, our generated HRTF data-

CAVE-like display. base covers all requirements for a near-to-head source
imaging system. It should be noted that our sys-

and where interpolation or a simple level adaption §§M uses the HRTFs of the full sphere because the
sufficient. Beyond a certain distance from the he&lf* head has asymmetrical pinnae and head geome-

the sound pressure level decreases in the same rdpgd\on-symmetrical pinnae cause positive effects on
at both ears. The ILD is nearly constant and is ithe perceived externalization of the generated virtual
dependent of the distance. This is the area wh&frcesBT03].

the waves emitted from the source have approximately

;phencal charagterlstlcs. The Ieve.I decreases acc'Q'{d- Crosstalk Cancellation

ing to the spherical wave attenuation for the specific

distance. So all dependency on the distance canfa€stated above, binaural audio signals contain all
modified at runtime of the program. Therefore, HRThgtormation being necessary for the localization of

must be stored for different angles but all in the same sound source and can have a complex three-
distance. That fact reduces significantly the requirg@hensional character. One problem which still has
RAM-space needed for the storage of HRTFs. to be solved is the correct reproduction of these sig-
A simple listening test was performed in the hemiyals. From a technical point of view, the presentation
anechoic chamber of the ITA, examining the ranges binaural signals by headphones is the easiest way
where different near-field HRTFs have to be appliegince the acoustical separation between both channels
The listeners were asked to compare signals from sigperfectly solved. But equalization of headphones
ulated HRTFs with those from correspondingly meand reproducibility when headphones are removed and
sured HRTFs on two criteria, namely the perceivedplaced is not a trivial task. However, unsatisfying
location of the source and any coloration of the sigesults are often obtained in the subjective sense of
nals. The simulated HRTFs were prepared from faisteners. Furthermore, when the ears are covered by
field HRTFs (measured in a distance of two meterisdadphones, the impression of a source located at a
with a simple level correction applied likewise to botBertain point and distance to the listener often does not
channels. From the comments of all 9 listeners, fatatch the impression of a real sound field. For this rea-
each distance and azimuth, a coloration would eargén, a reproduction by loudspeaker can be considered
points, while a change in perceived location earned ff)be associated with less problems with regard to the
points. No perceived difference earned O points. Thaturalness of the presented sound. The problem with
total points were then added up. Therefore, the highetidspeaker reproduction is the crosstalk between the
the total score, the greater the perceived audible difrannels that destroys the three-dimensional cues of
ference between the original and simulated HRTFs @i binaural signal. The requirement for a correct bin-
that point. aural presentation is that the right channel of the signal
Figure6 shows the result. The nearer boundary ling audible only in the right ear and the left one is audi-
defines where huge audible differences and a chaidgonly in the left ear. This problem can be solved by
in the perceived location of the sound were detectedCTC filter which is based on the transfer functions
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| switching between two filters. This may occur when a
fixed spacing determines the boundaries between two
t filters and the tracking data jitter a little bit.

Right source

. |wnew - xold‘ ‘ynew - yold’
s = +
Az Ay

|
N t n |Znew - Zold’ + |¢new - ¢ald‘
2 Az Ao

Left speaker @ CrOSSta%@Right speaker |19new - ﬁold‘ ‘pnew - pold|

Ha CH + ) + Ap
Leftear / Fen Right ear = @
O« |
"

' 1
I 3 3 But a 2-channel dynamic CTC is only possible in
2 2 t the angle spanned by the loudspeakers. When the ITD
in one HRTF decreases toward zero, as happens when
, . , . the listener faces one speaker, an adequate cancella-
Figure 7. Principle of static crosstalk cancellation. . . ) - P : q
. . tlog is impossible[lLS0Z]. To provide a full360 de-
Presenting an impulse addressed to the left ear (1) an . ,
the first steps of compensation (2, 3) grees rotation for the listener we extended the well-
b P e known 2-speaker CTC solution to a 4-speaker setup.
With four loudspeakers eight combinations of a nor-

mal CTC system are possible, yet, the validity areas of

from each loudspeaker to each ear, see Se@idror the 2-channel CTC systems will, however, overlap.

a static CTC system the four transfer functions from Measurements and listening tests showed that the
the speakers to the ears are used to calculate the filécellation achieves good results inside the different
for the elimination of crosstalk at one Speciﬁc poin@;reas, but the SWitChing between areas is still audible

see Figurd. A detailed description of static crosstalRs @ "click”. Comparing CTC filters one step before
cancellation systems can be foundBO9§. and one step after switching the filters reveals some

For a moving listener it is necessary to adapt tfdferences, in particu!ar, at high frequencies. Inaccu-
CTC filters dependent on the current position and offiCeS in the speaker's placement and the determina-
entation of the listenerGard7. The system describediioN Of the head position by the head tracker can cause
in this paper calculates the CTC filters on-line using®aMiSmatch in the time alignment so that a sufficient
HRTF database and the position and orientation of (i&'SiStent cancellation is not possible. To reduce the
tracking system. The CTC database contains HRTRE!fering "clicks”, a smoother changeover from one
measured in a distance »fn in a resolution ofl de- S€ctor to the next is needed. Due to the fact that the
gree for azimuth and elevation. The distance has%d C filter structure is a linear time-invariant system,
be adjusted before the filter calculation by modifying "€ar Superposition of two classical 2-speaker sys-
group delay and the level according to the spherid§MS IS possible. Speakers in the active area are la-
wave attenuation for the actual distance of the head®fged With A and B, speakers in the destination area

the loudspeaker. The filter set is recalculated when e labeled with A and C. For example, fading from

weighted sum of the listener’s movementin all degre@‘g(:tor 1o I, speakers 1 and 2 (A, B) are active, and

of freedom is above 1 (see Equatitpy The thresh- after the fading is complete, speakers 1 and 3 (A, C)

old can be parameterized in six degrees of freedo‘?{i‘? active, Seﬁ(F'gumﬂIL Flgufr;s8(b) shows thef COT{
positional valuegAz, Ay, A=) and rotational valuesP'ete crosstalk cancellation filter structure of a three
(Ap, AY, Ap) (see Figures). Movements and head

rotation in the horizontal plane are most critical/’so, Az | Ay | Az | A¢ | AY | Ap
Ay, andA¢ are chosen very low to dominate the filter 1cm| 1em| 3em]| 1°] 3°] 3°
update (see Tablg). The threshold always refers to
the value where the last exceeding occurred in suchable 1:Maximal deviations for filter recalculation in
way as the resulting hysteresis prevents a perman@hglegrees of freedom.
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% Speaker 2 The crosstalk cancellation achieves a channel sep-
25 \:Zm " aration at an average @0 dB in an area of about
mu

31 g

Active Speakers
2m x 3 m (which is also the area of valid tracking in
our system) in a frequency rangeidf0 Hz — 12 kHz
[LASOS].

With this system an efficient CTC can be estab-
lished in the full space around the user, and it is es-
pecially suited to enhance VR systems in CAVE-like
environments with spatial audio to combine visual and
acoustical stimuli in an excellent way. Our work is
integrated as a module into a complete VR software
system, called ViSTA, which is developed by the VR-
Group at RWTH Aachen University.

gw

Speaker 3
90°

270°

180°

W Speaker 4
@ 5 Integration

The general architecture and interdependence of the
subparts depicted above are explained as follows. Fig-
ure9 shows the schematic implementation of combin-
ing binaural synthesis and CTC. The figure presents a
box "ViSTA-Audio Manager” which is a placeholder
for an arbitrary VR software system that is capable
of delivering spatial information of different sound
sources and the listener's head in real-time over a
TCP/IP-based communication channel.

The connection between the two systems consists of
two bidirectional (TCP) and one unidirectional (UDP)
communication channel. The first TCP channel estab-
lishes the connection to the audio server and allows to
Figure 8: Partitioning into sectors and dynamic 3control the sound system. The second TCP channel

channel CTC filter structure with cross-fade. is automatically created by the system and is used for
server sided events, errors and exception messages to

the VR client application. The UDP channel exists for
the fast rate transmission of spatial updates of the lis-

speaker solution. To provide full rotation, thel5 de- ener and various sound sources in the virtual environ-
gree andt-90 degree configurations alternate, as they

do when applying the switching method. Only in be-
tween two sectors both configurations are active at th ‘ VISTA - Audio Manager
same time. A more detailed description of the fou
channel CTC algorithm can be found ipen0€. The e
superposition of two CTC systems imply a high preci-

Sector

sion of the loudspeaker position and the determinatio Sound. Binﬁ control
of the current head position (tracking system). Inaccy ( nﬁfrfo) ™| synthesis %’ L
racies could cause comb-filter effects if the two signali | ——~ % |

don’t match perfectly. Listening tests using this fading @ &

method showed that "clicks” are apparently not audi
ble anymore. Furthermore, sound colorations due to

comb-filter effects were indiscernible, but a combindedgure 9:Complete system for virtual acoustical imag-
angle and time dependent fading method will be testiéd.

in the future to make the system even more robust.
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ment, encoded as a table of positions and orientations. Cost ltem Time (ms)
The spatial updates are used to change the filters on- Tracking (60Hz) 18.20
line and have to be delivered with an update rate of UDP transport + 0.70
aboutl00 Hz. In contrast to this, the TCP channels are VR app. transform + 0.10
expected to be used at a low frequency. A more com-  Serializing, deserializing + 0.22
plete overview of the system setup of the our system UDP spatial update + 0.70
implementation is described IAKLV04]. Filter processing + 11.80
Two of the main audio to video synchronization is- ~ Sum = 31.72

will i i i ion. :
sues will be discussed in the following section Table 2: Total costs for a end-to-end trip of a spa-

The first issue is the latency that the system hasyiy 5 qate from a tracking sample to the output of the
starting, pausing, stopping and altering of att”bUteSIB[stpeakers.

virtual sound sources. This issue is important for the
matching of a suddenly appearing sound to a specific
object or event. YdPKO({ have shown that it is antion for either a source or the listener, and the point
advantage if a sound that indicates a specific situatianime the output signal is generated with the updated
(e.g., a sound that is emitted from a hammer that hiiiser functions. The output block length of the convo-
a steel plate) is optimally presented 35 ms after thgion is 256 taps as well as the chosen buffer size of
situation has been visually perceived by the user. the sound output device, resulting in a time between
The other synchronization issue to deal with is theo buffer switches of 5.8 ms at 44.1 kHz sampling
latency for updates that are necessary when the is usée for the rendering of a single block. The calcula-
moving. The latency discussion on that issue hastion of a new CTC filter set (1024 taps) takes 3.5 ms
consider the head-tracking technology that is usedan a 3 GHz PC and 0.1 ms to process a new binau-
the system. This point deals with the lag in updatesr#l filter (512 taps) for each sound source. In a worst
the user moves his head, possibly at a very fast ratgse scenario the filter calculation just finishes after
[BSMT04] have stated that an update lag of 70 ntBe sound output device fetched the next block, so it
at maximum remains unnoticed for the user. This itekes the time playing this block until the updated fil-
cludes the runtime of the sound waves from the loutdr becomes active at the output. That would cause a
speakers to the user’s ears. latency of one block. In such a case the overall latency
The following section will give details about theiccumulates to 11.8 ms.
measurements that were taken using the followingTable2 shows the costs for an end-to-end trip start-
setup. The tracking PC comprises of a Pentium-4 witig with the tracking and ending with the sounds
2.4 GHz CPU speed and 256 MB of RAM in conwaves reaching the user’s ear. The table shows worst
junction with a four camera set-up. In the current sysase measurements which still meet the 70 ms update
tem we employ an optical tracking system, the A.R.Griteria for head movements. A more detailed dis-
tracking system which delivers spatial measures witltassion of synchronization and latency can be found
fixed update rate df0 Hz [ARTO4]. As a client visual in [AKLO5].
VR machine, a Linux dual Pentium-4 machine with A preliminary listening test with 14 participants
3 GHz CPU speed and 2 GB of RAM was used, tjives first a first impression of the quality of the au-
conjunction with an NVidia GeForce FX 5950 Ultra agitory representation. To evaluate the spatial precision
graphics output device. The host for the auditory V& the virtual sources a presentation of auditory stimuli
subsystem was a Pentium-4 machine with 3 GHz CRégether with visual stimuli was chosen. It is tested if
speed and 1 GB of RAM. As audio hardware an RMfre auditory perception matches with the visual image.
Hammerfall system is used. The RME hardware athe visual anchor stimulus is a white ball in a distance
lows the sound output streaming with a scalable bufigf 1.2 m to the center of the CAVE-like environment.
size and therefore a minimum latency of 1.5 ms. Th@e control feedback, a red ball, can be adjusted by
network interconnection between the machines wagha user using a FlyStick, a 6 degree of freedom in-
standard Gigabit Ethernet this is used for normal nglut device of the A.R.T. tracking system. In this test
work communication in our laboratory. the user is asked to determine the deviation of the vi-
The latency of the audio system is the time elapssdal and the auditory stimuli. The participants are in-
between the incoming of a new position and orientstructed that the acoustic stimulus is in the region close
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Figure 10:Results of the listening test with simultan
ously presented auditory and visual stimuli.

e-

ble). The perceived position of the sound is to be indi-
cated by moving the control feedback (red ball) to the
position assuming the sound is coming from. The user
is fully free in walking around and turning his head.
To determine the deviation the position of the control
feedback and of the visual stimulus itself is stored in
a logging file after confirming the choice. The stim-
uli were presented in random orderat7, —22, 0, 45
and90 degree azimuth related to the frontal view. The
reason for choosing these special azimuth angles for
the test based on the speaker setup and the resulting
different sectors of the crosstalk cancellation (see Sec-
tion4). FigurelQ shows the results for all tests with

a stimuli presentation at different angles of elevation
related to the frontal view. One reason for the scat-
tering of the perceived angles could be the individual
differences between the HRTFs of the listener and the
HRTFs of the artificial head used for the synthesis and
the crosstalk cancellation. It can also be noted, that
sources with an elevation angle 80 degree (below
the listener) tend to be perceived higher. These two
points will be subjects of further investigation.

6 Summary and Outlook

Within the scope of this paper, a system for repro-
duction of binaural signals using loudspeakers for a
moving listener is presented. In order to realize this
idea, it is necessary to update the CTC filter depend-
ing on the listener’s position. The required filters are
calculated at runtime of the program. In addition to
that, it is possible to perform a binaural synthesis to
transform mono sound sources into binaural sources.
The number of sound sources is only limited by the
computational resources being available in the sys-
tem hardware. The approach is software-based and
not restricted to the presence of specialized DSP hard-
ware, in contrast to most existing approaches. It pro-
vides a flexible and scalable approach for spatialized
acoustical rendering including the possibility of real-
izing near-to-head sources.

A future extension of the system will be the integra-
tion of a room acoustical simulation algorithm. With
an effective low latency convolution algorithm it will
be possible to auralize a room and present the signal
by a crosstalk canceled loudspeaker system together
with the visual image of the room. The local next step

to the visual anchor point (white ball), but does nig an extensive perception-based evaluation of the lo-
have to match the exact its position (although possglization performance by means of user studies.
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